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First published October 1, 2003; 10.1152/jn.00588.2003. We address
two unresolved issues concerning the coding of binocular disparity in
primary visual cortex. Experimental studies and theoretical models
have suggested a relationship between a cell’s ocular dominance,
assessed with monocular stimuli, and its tuning to binocular disparity.
First, the disparity energy model of disparity selectivity suggests that
there should be a correlation between ocular dominance and the
strength of disparity tuning. Second, several studies have reported a
relationship between ocular dominance and the shape of the disparity
tuning curve, with cells dominated by one eye more likely to have
disparity tuning of the tuned-inhibitory type. We investigated both of
these relationships in single neurons recorded from the primary visual
cortex of awake fixating macaques, using dynamic random-dot pat-
terns as a stimulus. To classify disparity tuning curves quantitatively,
we develop a new measure of symmetry, which can be applied to any
function. We find no evidence for any correlation between ocular
dominance and the nature of disparity tuning. This places constraints
on the circuitry underlying disparity tuning.

INTRODUCTION

Humans and other animals with front-facing eyes have the
remarkable ability to perceive stereoscopic depth based on
small disparities between the retinal images. The neural pro-
cessing underlying this ability is believed to begin in primary
visua cortex (V1), which contains many cells that vary their
firing rate as a function of the binocular disparity present in the
stimulus (Barlow et al. 1967; Nikara et a. 1968). The proper-
ties of these cells have been the subject of extensive investi-
gation (Anzai et a. 1999a,b; Cumming and Parker 1997, 1999;
Ohzawa et al. 1996, 1997, 1990; Poggio and Fischer 1977;
Poggio and Talbot 1981; Poggio et al. 1985, 1988; Prince et .
2002b).

A mathematical model, known as the disparity energy model
(Ohzawa 1998; Ohzawa et a. 1990), has been developed to
explain how disparity tuning can arise physiologically. A cen-
tral feature of the energy model is that spatial summation is
linear until after inputs from the 2 eyes are summed. An output
nonlinearity after binocular combination generates disparity
selectivity. In its origina form, the model exploited pairs of
monocular RFs that were in quadrature phase, and the output
nonlinearity was squaring. Thus the model computed aform of
binocular contrast energy; hence the name. If either of these
properties is changed—for example, if the inputs from the 2
eyes are not equally weighted—the model no longer strictly

Address for reprint requests and other correspondence: J. Read, NIH, 49/
2A50 Convent Dr., Bethesda, MD 20892-4435 (E-mail: jcr@lsr.nei.nih.gov).

WWW.jn.org

computes energy. However, we shall continue to use the term
“energy model” to describe this generalized class of models
(linear binocular summation combined with an output nonlin-
earity), which behave in the same general way as the energy
model.

Cells that are sensitive to binocular disparity are clearly
receiving information from both eyes. One might thus expect a
relationship between ocular dominance and the strength of
disparity tuning, whereby cells that show little or no response
to monocular stimulation in one eye would show poor disparity
selectivity, whereas cells that are very sensitive to binocular
disparity would respond equally well to monocular input in
either eye. Such a relationship is predicted by the disparity
energy model, but the experimental evidence is mixed. Smith
et a. (1997), working in monkey V1, reported a tendency for
cells with balanced ocular dominances to be the most sensitive
to phase disparities in binocular grating stimuli. However, this
relationship between ocular dominance and binocular interac-
tion was weak (their Fig. 7), and its statistical significance was
not assessed. Gardner and Raiten (1986), working in cat A17/
18, reported a relationship in the opposite direction: strongly
disparity tuned neurons tended to be very unequally driven by
monocular stimulation, whereas neurons that gave similar re-
sponses to monocular inputs in either eye tended to have little
or no disparity tuning. Other workers, both in monkey and in
cat, found little evidence of any correlation between ocular
dominance and the strength of disparity tuning (LeVay and
Voigt 1988; Ohzawa and Freeman 1986b; Poggio and Fischer
1977; Prince et al. 2002b).

An aternative suggestion is that ocular dominance is corre-
lated not so much with the strength of disparity tuning, but with
the particular form it takes. Poggio and Fischer (1977) devel-
oped a widely used scheme for describing the most common
types of disparity tuning. These authors recognized 4 groups.
1) “tuned-excitatory” (TE) neurons, which increased their fir-
ing rate when the stimulus had zero disparity; 2) “tuned-
inhibitory” (T1) neurons, which decreased their firing for zero
disparity; 3) “near” cells, which increased their firing for
crossed disparities and were suppressed by uncrossed dispari-
ties, and 4) “far” cells, which increased their firing for un-
crossed disparities and were suppressed by crossed disparities.
In their original study, Poggio and Fischer (1977) noted that
cells of the near, far, and tuned-inhibitory classes tend to
respond to monocular stimulation in only one eye, while re-
maining silent for monocular stimulation in the other eye. (For
short, we shall refer to such cells as “monocular,” athough
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clearly if they are disparity-tuned they must receive informa
tion from both eyes; conversely we shall refer to cells that
respond roughly equally to monocular stimulation in either eye
as “binocular.”) This observation has been supported by sev-
era subsequent studies, both in monkey (Fischer and Poggio
1979; Gonzalez et a. 2001) and in cat (Fischer and Krueger
1979; Maske et al. 1986), although Poggio found in later
experiments that the tendency for near/far/tuned-inhibitory
neurons to be dominated by one eye was less striking than he
had reported earlier (Poggio and Talbot 1981).

There is potentially a simple rationale for the reported cor-
relation between ocular dominance and tuning class. Suppose
tuned-excitatory neurons receive excitatory input from both
eyes, whereas tuned-inhibitory neurons receive excitatory in-
put from one eye and inhibitory input from the other (Poggio
et al. 1988; Read et al. 2002). This could explain both why
tuned-inhibitory neurons appear monocular and why they have
a dip in their disparity tuning curve (the inhibitory eye sup-
presses the cell’s response at a particular disparity). However,
this rationale cannot be used within the framework of the
energy model of disparity selectivity. Thismodel requiresthere
to be both excitatory and inhibitory inputs from each eye, to
achieve linear binocular combination (Ohzawa and Freeman
1986b; Ohzawa et a. 1990). In the energy model, the shape of
the disparity tuning curve depends only on the arrangement of
receptive field subregions in the 2 eyes. If the arrangement of
subregionsisidentical in the 2 eyes, the energy model predicts
that the disparity tuning curve is tuned-excitatory, with a
central peak at a preferred disparity. If an on subregion in the
left eye is paired with an orF subregion in the right eye, the
energy model predicts a tuned-inhibitory disparity tuning
curve, in which firing is suppressed at a particular null dispar-
ity. There is therefore no reason to expect a correlation be-
tween ocular dominance and disparity tuning class. If the
reported correlation is to be consistent with the energy model,
there must be an arbitrary relationship between the ocular
dominance and the relative arrangement of receptive field
subregions in the 2 eyes. No such relationship is found
(Ohzawa et al. 1996). Thus the reported correlation presents a
challenge to the energy model.

However, before making any changes to the energy model,
we need to be sure that the reported correlation between ocular
dominance and disparity tuning class really holds. All the
studies cited so far have been purely qualitative, so it is unclear
how much weight to place on their conclusions. There have
been only 2 quantitative studies addressing this issue. In cat
areas 17 and 18, LeVay and Voigt (1988) broadly supported
the correlation between ocular dominance and tuning class, but
suggested that this reflected a relationship between ocular
dominance and preferred disparity, cells with balanced inputs
from the 2 eyes tending to have preferred disparities near zero.
In the monkey, Prince et al. (2002b) measured disparity tuning
with random-dot patterns in both ssimple and complex cells.
They found no significant relationship between ocular domi-
nance and class of disparity tuning. This is the only quantita-
tive study in the monkey and the only quantitative study
restricted to V1. There was some suggestion of a difference
between their 2 monkeys; in one monkey there did appear to be
a slight tendency for binocular neurons to be tuned-excitatory.
In addition, this study used the phase of a Gabor function fitted
to the disparity tuning curve to classify cells into the different
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classes and did not look for a relationship between ocular
dominance and preferred disparity like that reported by LeVay
and Voigt (1988).

Currently, it is thus unclear precisely what if any relation-
ship exists between ocular dominance measured monocularly
and the strength or class of disparity tuning measured binocu-
larly. Concerning the strength, the evidence is conflicting, with
different studies claiming variously a positive, negative, or
zero correlation between ocular dominance and the strength of
disparity tuning. Concerning the class, several qualitative stud-
ies suggest that there is a relationship between ocular domi-
nance and the class of disparity tuning, with tuned-inhibitory
cellsmore likely to be “monocular” and tuned-excitatory “bin-
ocular.” Quantitative studies have generally failed to bear this
out, but in each case there have been reservations that prevent
definitive conclusions. One difficulty is that the conclusions
from quantitative studies may depend on how the early quali-
tative classification is converted into quantitative criteria.

In the course of a detailed study of the energy model
predictions (Read and Cumming 2003), we gathered a large
amount of data on the responses of disparity-tuned cells in
monkey striate cortex to monocular and binocular random-dot
stimulation. In this paper, we analyze this data set and inves-
tigate different ways of converting the original qualitative
classifications into quantitative criteria, in an attempt to pro-
vide a definitive answer as to whether any aspect of disparity
tuning can be predicted from a cell’s monocular response
strength.

METHODS

Detailed descriptions of the general procedures have appeared
elsewhere (Cumming and Parker 1999; Prince et a. 2002b; Read and
Cumming 2003). In brief, single-unit activity was recorded from
primary visual cortex (V1) of 2 awake monkeys (Macaca mulatta)
trained to maintain fixation while viewing stimuli for fluid reward. All
protocols were approved by the Institute’'s Anima Care and Use
Committee and complied with Public Health Service policy on the
humane care and use of laboratory animals.

Stimuli were generated on a Silicon Graphics Octane workstation
and presented on 2 Eizo Flexscan F980 monitors (mean luminance
41.1 cd/m?, contrast 99%, frame rate 72 Hz) viewed by a Wheatstone
stereoscope, in which the monitors are viewed through mirrors posi-
tioned in front of the animal’s eyes. At the viewing distance used (89
cm) each pixel in the 1280 X 1024 display subtended 1.1 min arc, and
anti-aliasing was used to render with subpixel accuracy. Glass-coated
platinum—ridium electrodes (FHC) were placed transduraly each
day. Electrode position was controlled with a custom-made micro-
drive that used an ultralight stepper motor mounted directly onto the
recording chamber.

Stimulus presentation was initiated by the monkey maintaining
fixation on abinocularly presented spot to within =1°. Fixation had to
be maintained at this accuracy for 2.1 s to earn a fluid reward. Four
stimuli were presented during a trial, each stimulus lasting 420 ms,
with successive stimuli separated by 100 ms.

Simuli

The stimuli were dynamic random-dot stereograms, composed of
black and white dots, scattered at random on a gray background. The
dotswere usually 5 X 5 pixels (0.1° X 0.1°) at 50% density; for some
cells, adifferent size was used if this enhanced the response rate. The
central disparate region (usually 3° in diameter) was surrounded by an
annular region of dots whose disparity was always zero. The surround
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region was aways large enough to enclose the central target even at
the largest disparitiestested. A new random stereogram was generated
every frame (72 Hz). Experimental disparities were applied along the
axis orthogonal to each neuron’s preferred orientation, assessed using
grating stimuli. The initial test for disparity selectivity used stimulus
disparitiesfrom —1.2to +1.2°, with the range —0.6 to +0.6° covered
in steps of 0.1°, and the larger disparities in steps of 0.2°. If necessary
for adequate sampling of the disparity tuning, a larger range of
disparities was sometimes used, and the central region of the curve
was sometimes sampled more finely. Binocularly uncorrelated ran-
dom-dot patterns and monocular patterns were aso presented, inter-
leaved with the disparate patterns. Uncorrelated patterns are equiva-
lent to infinite disparity: because receptive fields are finite in space, as
disparity is increased the disparity tuning curve must eventualy
approach the response to uncorrelated patterns. |mportantly, the spa-
tial properties of the stimulus used to assess ocularity were identical
to the spatial properties of the stimulus used to measure disparity
tuning. Previous studies, especially those using random-dot patterns,
have not always done this (e.g., Prince et a. 2002g).

Data transformation

The variance of neuronal firing rates is typically proportional to
the mean firing rate (Dean 1981). This complicates the analysis of
neuronal data: curves cannot be fit to mean firing rates without
some correction for the changing variance. This complication can
be avoided if we first transform neuronal firing rates by taking the
square root. For all but the smallest firing rates, the variance of
Vfiring rate is roughly independent of the mean, greatly simplify-
ing the analysis (Prince et al. 2002b). For this reason, we perform
al statistical data analysis on V/firing rate

Data analysis

DISPARITY TUNING. To quantify the strength of disparity tuning, we
used the disparity discrimination index introduced by Prince et al.
(2002b)

DDI = Rmax Rrnin (l)

Rmax - Rmin + 2RM Sem)r

where R, and R;;,, are the maximum and minimum values of the
mean Vfiring rate obtained at fixed disparity, and RMS,,,, is the
square root of the residual variance around the mean V/firing rate at
each disparity, including the response to uncorrelated stimuli (effec-
tively, infinite disparity). This is similar to the more straightforward
binocular interaction index (Bll; Ohzawa and Freeman 1986a; Smith
et a. 1997)

BIl = (Rmax - len)/(Rmax + Rmin) (2)

but avoids problems associated with the BIl. For example, a cell that
fires less on average is more likely to have a larger Bll simply by
chance, so the Bll isinversely correlated with mean firing rate (Prince
et a. 2002b). In contrast, the DDI is larger for a cell where the
modulation in mean firing as afunction of disparity isrelatively small,
but is highly reliable, than for a noisy cell where the range (R —
R..in) may be large but appears to be attributable to finite sampling of
a noisy variable rather than genuine disparity tuning. Thus the DDI
more effectively captures what we intuitively mean by disparity
tuning.

To dlow acell into the study, we required that binocular random-
dot stimuli at the optimal disparity elicit a response of =10 spikes/s.
To proceed to quantitative analysis of the disparity tuning curve it was
important that the disparity-induced changes in firing rate were reli-
able. We therefore required that 1) ANOVA should indicate a signif-
icant (P < 0.05) main effect of disparity and 2) the DDI should exceed
0.375.
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OCULAR DOMINANCE. Monocular random-dot stimuli were pre-
sented interleaved with the binocular stimuli. We define the ocularity
index (Ol) as

_L-R
T L+R

®)

where L and R are the mean firing rates for monocular random-dot
stereograms in the left and right eyes, respectively. We do not include
an RMS,,, term as we did for the DDI (Eq. 1) because we are not
interested in the question of how well monocular stimuli in the 2 eyes
can be distinguished, only in their relative strength. We verified that
our conclusions are not significantly different whether we define Ol as
in Eq. 3, or in terms of V/firing rate, or analogously to the DDI above,
including a residual variance term.

The Ol varies between +1 (entirely dominated by left eye) and —1
(entirely dominated by right eye). The absolute value is the monocu-
larity index (M) (LeVay and Voigt 1988; Prince et a. 2002b)

_|L—R\
T L+R

MI

(4)

MI = 1 indicates that no response was €elicited by monocular stimu-
lation in one of the eyes (pure monocular); Ml = 0 indicates that the
same response was elicited in each eye (pure binocular).

SIGNIFICANCE. We adopted a significance criterion of P = 0.05
throughout.

Curve fitting

We fitted disparity tuning curves with Gabor functions, the product
of asinusoid carrier and a Gaussian envelope, which were established
to give a good description of disparity tuning in most cells (Cumming
and Parker 1997; Ohzawa et al. 1997; Prince et a. 2002b). Gabors
have 6 free parameters. the spatial frequency f and phase ¢ of the
carrier cosine, the SD o, amplitude A and center 8, of the Gaussian
envelope, and the baseline firing rate B about which the sinusoid
oscillates, representing the response to binocularly uncorrelated stim-
uli

(8- &)
o7 ) cos[27f(d — &) + ¢] ©)

G(8) =B+ Aexp<f

Because firing rates can never be negative, we half-wave-rectified
the function G(5), replacing negative values of the fit function with
zeros. To avoid problems caused by the nonconstant variance of
neuronal firing rates (see above), we fitted the square root of a
half-wave-rectified Gabor function to the square root of neuronal
firing rates. We used Matlab’'s FMINSEARCH function (www.
mathworks.com) to find the parameters that minimized the sum-of-
square residuals between the transformed data and the sqrt-Gabor.
Subsequent analyses made use of the smooth curve described by the
Gabor fits, but did not directly use the parameters of the Gabor fit.
Thus it was important that the fits describe the data well, but not
important that the parameters of the Gabor be well constrained. For
example, we found, like Prince et al. (2002b), that many curves could
be adequately described by a Gaussian curve. The Gabor fit was then
itself very close to Gaussian in form, and our subsequent analyses will
have reflected this.

Classification of disparity tuning

In seeking to investigate these issues quantitatively, we face the
problem of how to convert the subjective descriptions of the different
classes into quantitative criteria. The major problem is that the initial
description assumes that cells belong to discrete classes, which are
specified by several properties such as symmetry, range of disparity
tuning, and preferred disparity. More recent work demonstrates that
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thereisin fact a continuum. This raises the question of how to classify
cells that fall in between the original classes, sharing properties
originally associated with different classes. In recent years, the TE/
Tl/near/far |abels have been reinterpreted in terms of the symmetry of
the disparity tuning curve (DeAngelis et a. 1995; Freeman and
Ohzawa 1990; Nomura et a. 1990; Ohzawa et al. 1990; Prince et al.
2002b; Read et a. 2002; Tsao et a. 2003). Figure 1 shows idea
disparity tuning curves from the different classes as defined in these
more recent studies. Rather than being distinct categories, the differ-
ent classes form a continuum that can be parameterized by the phase
of the sinusoidal component of a Gabor function (Freeman and
Ohzawa 1990; Ohzawa et al. 1996; Prince et a. 2002a). Tuned-
excitatory curves have a phase of 0°, whereas tuned-inhibitory curves
have a phase of 180°. Both these curves are even-symmetric; that is,
they are unchanged by reflection about their center. The labels near/far
are applied to odd-symmetric tuning curves [sometimes called asym-
metric (Fischer and Krueger 1979; Gonzalez et al. 2001; Poggio et al.
1988; Tsao et a. 2003)], with phases of +90°. Later, we discuss
potential problemswith thisinterpretation of the old qualitative |abels.

Extracting reliable measures of symmetry

Like these previous workers, we used the symmetry of the Gabor
fitted to the disparity tuning curve to classify the cells into the
subtypes identified by Poggio and Fischer (1977). However, we did
not simply use the phase of the fitted Gabor. This is a good measure
of symmetry for relatively narrow-band Gabors, but can give mis-
leading results for broad-band Gabors. Functions very close to even-
symmetric can be produced by a Gabor with a phase close to 90°, if
the spatial period of the carrier sinusoid is much larger than the SD of
the Gaussian envelope. Under these circumstances, the Gabor is close
to a Gaussian. The sinusoidal carrier contributes little to the fit, so its
spatial frequency and phase are very poorly constrained. Figure 2
shows this for one example cell, duf091. Figure 2A shows the exper-
imental disparity tuning curve and the Gabor fit. Clearly, this would
be classified by eye as tuned-excitatory. However, the phase of the
fitted Gabor is —69°, whichis closer to —90° (“far”) thanto 0°. Figure
2B shows how this has happened. The heavy lineisthe Gabor fit (with
adifferent vertical scale than that in Fig. 2A). The dashed line shows
the Gaussian envelope of the Gabor and the dotted line its sinusoidal
carrier; thus the heavy curve is the product of the other 2 curves
relative to the baseline. The carrier is close to odd-symmetric about
the center of the Gaussian (vertical line). Because the spatial period of
the carrier is so long, however, this odd symmetry is not apparent, and
the resultant fit is nearly even-symmetric. Thus the Gabor phase does
not capture the symmetry of the fitted Gabor function. Note however
that the Gabor fit nonetheless provides a good description of the data.
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Fic. 1. Idealized members of the 4 classes of disparity tuning: tuned-
excitatory (0°), near (90°), tuned-inhibitory (180°), and far (—90°).
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FIG. 2. Calculation of symmetry phase for an example Gabor function. A:
experimental disparity tuning curve (black dots; error-bars are SE) and fitted
Gabor function (black curve) for duf091. The phase of the fitted Gabor is
—69°, which would be classified as “far”. B: Gabor fit divided into its
components: a Gaussian envelope (dashed line) and a cosine carrier (dotted
line). Period of the carrier is much wider than the SD of the Gaussian. C: Gabor
fit resolved into its even and odd components (thin lines, see legend): the
Gabor function (solid line) is the sum of these. Horizontal lines labeled E and
O show the peaks of the even and odd components. These are used to calculate
the symmetry phase ¢, as shown in the inset: in this example O is negative
(peak to the right of the centroid), and consequently so is ¢.. Dotted lineisthe
fitted function reflected about the centroid, which is used in the calculation of
the odd and even components. Mean of the function and its reflection provides
the even component. Half the difference between the function and its reflection
gives the odd component.

Therefore rather than relying on the parameters of the Gabor fit, we
measured the symmetry of the fitted curve itself, using a measure we
term the symmetry phase ¢.. This process is shown in Fig. 2C. We
calculate the centroid of the fitted function, defined as

f ~ doiD@)s

+o

=" ©6)

f " sp()

where D(8) is the disparity-modulated component of the fitted func-
tion (i.e., the fit minusits baseline B). Thisisindicated by the vertical
linein Fig. 2C. Note that whereas the center of the Gaussian envelope
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is offset from the peak of the tuning curve (vertical line in Fig. 2B),
the centroid is close to the peak. To express the disparity-modul ated
component as a sum of an even and an odd component, we reflect the
disparity-modulated component about the centroid (dotted linein Fig.
2C); we denote this D’(5). The even component of the disparity-
modulated function D(8) about the centroid is the mean of the dis-
parity-modulated function and its reflection, Dg,en(8) = [D(8) +
D’'(8)]/2, whereas the odd component is half their difference
Doua(8) = [D(8) — D’(8)]/2. These are shown in Fig. 2C; the Gabor
fit is the sum of these (and the baseline). The peaks of the two
components are indicated (“E” and “O”). The even component is
much larger than the odd component, reflecting the nearly even
symmetry of the fitted curve. To quantify this, we first summarize
each component into a single number, respectively, E and O. In each
case, the magnitude of the number is the component’s maximum
departure from zero. The sign of E describes whether the maximum
departure of the even component is above (+) or below (—) the
horizontal axis. The sign of O describes whether the peak of the odd
component occurs to the left (+) or right (=) of the centroid. We then
define the symmetry phase angle based on the ratio of E and O, as
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shown in the inset in Fig. 2C [¢4 = arctan (O/E)]. This means that
curves dominated by their even component have symmetry phases
close to 0 or 180°; curves dominated by their odd component have
symmetry phases closeto =90°. The signsgiven to E and O mean that
the symmetry phase angle has arange of 360°. We classify cells with
symmetry phases within +60° of zero to be tuned-excitatory-type,
those within +60° of 180° to be tuned-inhibitory-type, those within
+30° of —90° to be far-type, and those within =30° of 90° to be
near-type. For the cell shown in Fig. 2, the symmetry phase is —6°,
meaning the cell is classified as tuned-excitatory.

Figure 3 explores how the symmetry phase is related to the Gabor
phase and to the shape of the disparity tuning curve. The main panel
shows the symmetry phase plotted against the phase of the fitted
Gabor function, for the 118 disparity-selective neurons whose tuning
functions were well described by a Gabor. The solid line shows the
identity. For most cells, the 2 measures are in good agreement. This
is especialy clear at ¢ = 0 and 180°: that is, cells that are classified
as even-symmetric (TE/TI) on the basis of their Gabor phase will be
classified in the same way by their symmetry phase. However, at
intermediate phases, especially close to ¢ = *=90°, discrepancies

Symmetry phase compared with Gabor phase
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FIG. 3. Main panel: scatterplot of the symmetry phase plotted against the Gabor phase for 118 disparity-selective cells whose
tuning was well described by a Gabor function. Phases have been defined to lie within the range +180°. Solid line shows the
identity. Dotted lines mark the phases for the different classes of disparity tuning: tuned-excitatory (TE): phase 0°, tuned-inhibitory
(TI): phase =180°; near, phase 90°; far, phase —90°. Note that the top and bottom edges of the plot represent the same values, as
do the left and right edges. Around the edges are inset disparity tuning curves for the 8 cells labeled in the main plot; these are
indicated with larger symbolsin the main panel. Left: 3 cells that would be incorrectly classified as“far” on the basis of their Gabor
phase ¢, but are correctly classified as even-symmetric by the symmetry phase ¢.. ruf107: ¢ = —113° (near), ¢, = 178° (TI).
duf091: ¢ = —69° (near), ¢, = —6° (TE). ruf038: ¢ = —106° (near), ¢, = —169° (TI). Right: 3 cells that would be incorrectly
classified as “near” on the basis of their Gabor phase ¢, but are correctly classified as even-symmetric by the symmetry phase ¢..
duf089: ¢ = 112° (far), ¢ps = 178° (TI). duf060: ¢ = 100° (far), s = 170° (TI). ruf1l0: ¢ = 79° (far), ¢ = 9° (TE). Bottom:
2 cellsthat are correctly classified as far/near by both Gabor and symmetry phase. duf117: ¢ = ¢, = —90° (far); ruf069: ¢ = 90°,

b, = 86° (near).
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occur. Severa cells that would be classified as odd-symmetric (near/
far) on the basis of their Gabor phase are classified as even-symmetric
(TE/TI) by the symmetry index. Six examples of such cells are shown
to the left and right of the main panel in Fig. 3A. On the left we have
3 examples (ruf107, duf091, and ruf038) that are all closeto —90° on
the horizontal axis and were thus classified as “near” on the basis of
their Gabor phase. However, inspecting their tuning curves, it seems
clear that they are in fact, respectively, tuned-inhibitory, tuned-ex-
citatory, and tuned-inhibitory. The symmetry phase classifies these
cells correctly, as is apparent by comparing their position on the
vertical axis. On the right we have 3 examples that would be classified
as “far” by their Gabor phase, but that are in fact tuned-inhibitory
(duf089, duf060) and tuned-excitatory (ruf110). Again, these are
classified correctly with the symmetry phase. The 2 plots at the bottom
show 2 cells (duf117, ruf069) that genuinely are odd-symmetric: these
are classified correctly by both methods.

Thus the symmetry phase is similar to the Gabor phase, but more
reliable because it correctly reports the symmetry even when the
carrier frequency is low. It also has the advantage that it can be used
with any fit function, not just Gabors.

RESULTS
Strength of disparity tuning

Monocular and binocular responses to random-dot patterns
were recorded in 210 neurons, of which 180 produced a max-
imum firing rate of =10 spikes/s. Figure 4 shows the disparity
discrimination index (DDI, Eq. 1) for these 180 cells plotted
against the monocularity index (M1). The symbols distinguish
cellsfrom the 2 monkeys. On the left-hand side are cells where
the inputs from the 2 eyes, assessed from the response to
monocular stimulation, seem to be balanced; on the right-hand
side are cells where one eye appears to dominate. Cells toward
the top of the plot are those with strong disparity tuning. There
is little evidence for any relationship between the 2 quantities.
Although the DDI is dlightly higher for the more binocular
neurons than for the more monocular (DDI for the 31 cellswith
MI < 0.25is0.616 =+ 0.107, mean = SD; for the 40 cells with
MI > 0.75 it is 0.568 = 0.105), as predicted by the energy
model and reported by Smith et al. (1997), this is not signifi-
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FIG. 4. Scatterplot of disparity discrimination index (DDI) against monocu-
larity index (M1) for 180 cellsrecorded in V1. Correlation coefficient was 0.13,
and the slope of aregression line was not significantly different from zero. In
this and subsequent population plots, the symbols indicate the monkey in
which the cell was recorded (circle = Duf, square = Ruf).
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Fic. 5. Scatterplot of the monocularity index of 118 disparity-tuned cells,
plotted against the symmetry phase ¢, of their fitted tuning curve. This enables
the cells to be classified according to their tuning type: tuned-excitatory (TE),
|4 < 60°; tuned-inhibitory (T1), |4 > 120°; near/far (N/F), 60° < |dd <
120°. Symbols as in Fig. 4. All the cells in this plot have a DDI of =0.375.
Symbols indicate monkey (circle = Duf, square = Ruf).

cant (t-test, P = 0.07). The correlation coefficient between
DDI and Ml isalso not significant (r = —0.07, P = 0.47). This
figure includes 39 neurons that showed no disparity selectivity
(P > 0.05, one-way ANOVA) and 3 that showed very weak
selectivity (P < 0.05, but DDI < 0.375). Note that the DDI in
such neuronsis still >0 simply because of random fluctuations
in firing rate.

Class of disparity tuning

Out of the 180 neurons 138 were disparity-selective, and in
118 of these 138, the disparity tuning curve was well described
by a Gabor (fit explained more than 60% of variance). In the
20/138 cells for which the Gabor fit explained <60% of the
variance, this failure was because the disparity tuning in these
cells was noisy and unreliable. Importantly, there was no
tendency for these 20 cells to show any particular type of
disparity tuning. In principle, a classic “near” cell that re-
sponded to a broad range of disparities with the samefiring rate
(Poggio and Fischer 1977) might be difficult to fit with a
Gabor. Exclusion of such responses would be misleading. In
practice, however, we saw no examples of such responses, in
agreement with other studies using random-dot stereograms
(Prince et al. 2002b). For the 118 cells where the fit succeeded,
we used the symmetry phase (¢ derived from the fitted
function to classify cellsinto the subtypes identified by Poggio
and Fischer (1977), as described in the meTHops. Restricting
|4 to the range O to 180°, cells with |4 < 60° were classified
as tuned-excitatory, |¢J > 120° as tuned-inhibitory, and the rest
as odd-symmetric (near/far). On this bass, the 118 cells were
classified into 86 tuned-excitatory cells, 21 tuned-inhibitory,
and 11 near/far. Examples of each class are shown in Fig. 3.

Figure 5 shows M| plotted against symmetry phase. There was
no significant correlation (r = 0.12, P = 0.19). The dotted linesin
Fig. 5 show how the data were divided into 3 classes of disparity
tuning. The mean M1 of the 3 classeswas 0.526 + 0.322, 0.600 =
0.346, and 0.577 * 0.353, respectively (mean + SD). None of
these differed significantly from 0.5 (t-test), nor did the MI of one
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class differ significantly from that of any other (2-sample t-test).
There appearsto be an absence of near/far cellswith M1s between
0.5 and 0.8 or so; however, the 3 classes showed no significant
differences in variance, indicating that this gap is no larger than
would be expected by random fluctuation in such a smal sample
[F-test; for TE compared with N/F, varianceratio = 0.78, degrees
of freedom (df ) = (86,11), NS, for TE compared with TI, vari-
anceratio = 0.76, df = (86,21), NS]. Figure 6 shows examples of
monocular and binocular cells from each tuning class. Thus we
find no evidence for the relationship between ocular dominance
and the class of disparity tuning reported by some previous
investigators (Fischer and Krueger 1979; Fischer and Poggio
1979; Gonzdez et d. 2001; Maske et al. 1986; Poggio and Fischer
1977).

Srength and class of disparity tuning

We now ask whether strength of disparity tuning isrelated to
class of disparity tuning. Figure 7 shows disparity discrimina-
tion index plotted against symmetry phase for the 118 cells
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FIG. 7. Scatterplot of the disparity discrimination index (DDI) of 118
disparity-tuned cells, plotted against the absol ute value of the symmetry phase.
Symbols indicate monkey (circle = Duf, square = Ruf).
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FIG. 6. Examples of monocular and binocular cells from different disparity-tuning classes. Center panel reproduces Fig. 5 (M1
against symmetry phase). Eight example cells shown in the surround are indicated by the filled symbols. In the 8 example cells,
the black dots show the mean response as a function of disparity; error-bars show SE. The solid curve is the fitted Gabor. Dotted
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and to a blank screen of the same mean luminance (the spontaneous firing rate, SO).

J Neurophysiol - VOL 91 « MARCH 2004 « WWW.jn.org



1278

whose disparity tuning was well described by a Gabor. Once
again, there is no correlation (r = 0.07, P = 0.45). The mean
DDI of the 86 TE cellsis 0.580 = 0.106, of the 21 Tl cellsis
0.597 = 0.096, and of the 11 near/far cells is 0.589 = 0.106;
there is no significant difference between these (2-sample
t-test).

In a qualitative study, Gonzalez et al. (2001) reported that
there was a relationship between ocularity and strength of
disparity tuning, but only for cells of the tuned-inhibitory class.
To investigate this possibility quantitatively, we returned to the
relationship between disparity discrimination index and mon-
ocularity (Fig. 4) and investigated it for each of the 3 disparity
tuning classes separately. In no case is there a significant
correlation (not shown). Thus we find no evidence in support
of this suggestion.

Other ways of classifying disparity tuning

A potential reason for our falure to find a relationship
between ocular dominance and class of disparity isthat we may
not be classifying cells in the same way as previous workers,
and thus may be combining cells from several of their classes.
One problem with attempts to follow earlier classification
schemes is that the description of the classic near/far type
observed with bar stimuli does not straightforwardly apply to
random-dot stimuli. As originally described (Poggio and Fi-
scher 1977), these had 3 identifying characteristics: 1) their
tuning curves are odd-symmetric, showing both excitation and
suppression; 2) the transition from excitation to suppression
occurs at zero; and 3) their tuning curves are broad, showing a
plateau of excitation over awide range of disparities. However,
the classic plateau-type profiles appear to be obtained only with
bar stimuli; in common with other studies employing random-
dot patterns, we do not find such cells [see Prince et al. (2002a)
and Cumming and DeAngelis (2001) for a discussion].

It may be for this reason that, in Poggio’s later studies using
random-dot patterns, a new class of disparity tuning is intro-
duced (Poggio et a. 1988): tuned-near and tuned-far, describ-
ing cells whose disparity tuning curves have a single narrow
peak of excitation at (respectively) a near or far disparity. The
term tuned-zero is then used to describe cells that have asingle
narrow peak at zero disparity; previously, these were called
tuned-excitatory. This raises a second problem. In our classi-
fication based on symmetry, such cells might all be classed
together as tuned-excitatory, regardless of the disparity at
which the peak occurred. This could potentially obscure a
correlation between ocular dominance and disparity tuning
class, if the tuned-near and tuned-far types differed from the
tuned-zero class in ocularity (although no such claim has been
made). In practice, it is not clear that our symmetry classifi-
cation would actually confound these 3 classes of Poggio’s,
because even though tuned-near/far cells areinitially described
as if they differ from the tuned-zero cells only in the position
of their peak, it subsequently becomes clear that they also
differ in their symmetry: tuned-near/far cells are said to have
an inhibitory region on the zero-disparity side of their peak
response. This is one of the reasons why subsequent studies
have concentrated on symmetry as a way of quantitatively
defining the classes introduced by Poggio and coresearchers.

However, it is true that a cell with an even-symmetric peak
of excitation at a near disparity would be classified as tuned-
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excitatory by the symmetry criterion, and might be classified as
tuned-near by eye. Thus it is clearly worth considering the
possibility that our null result is due to the grouping together
of tuned-zero/tuned-near/tuned-far cells. For this reason,
we also considered classifying cells based on their preferred
disparity. In this scheme, the classes of near/tuned-near
and far/tuned-far are grouped together, which may help to
uncover the correlation reported by previous studies. For ex-
ample, in cat areas 17 and 18, for cells near the vertical
meridian, LeVay and Voigt (1988) found a significant corre-
lation between the ocular dominance and the preferred dispar-
ity. Cells dominated by the contralateral eye tended to prefer
far disparities, cells dominated by the ipsilateral eye tended to
prefer near disparities, whereas cells with balanced inputs from
the 2 eyes tended to respond best to disparities near zero. In
this study, we therefore also looked for a correlation between
the preferred disparity and the ocularity index. [Because all the
cells in our study were recorded in the left hemisphere, the
ocularity index of Eqg. 3 measures whether the cell is dominated
by theipsilateral (left) or contralateral (right) eye.] We defined
preferred disparity to be the disparity at which the maximum
mean response was elicited. This is not meaningful for tuned-
inhibitory cells, which were therefore omitted from this anal-
ysis (TI cells were defined, as previously, to be cells with
symmetry phases within 60° of =180°). No correlation be-
tween ocularity index and preferred disparity was observed.
We aso studied the relationship between ocularity and the
centroid of the fitted Gabor. Within the energy model, this
corresponds to position disparity, whereas the symmetry phase
about this centroid corresponds to phase disparity. Again, there
was no correlation (Fig. 8).

Ferster (1981) classified cells based on the sharpness of the
peak in their disparity tuning. Although quantitative details of
this classification are not provided, from the examples given in
Ferster's paper, tuned-excitatory cells seem to be those whose
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FIG. 8. Scatterplot of the ocularity index of 118 disparity-tuned cells,
plotted against the centroid disparity of their fitted tuning curve (Eq. 6). Within
the energy model, this would measure position disparity, i.e., the offset
between the left and right eye receptive fields. Symbols indicate monkey
(circle = Duf, square = Ruf). Correlation coefficient is0.178, P = 0.053. Note
that this is in the opposite direction to the correlation reported by LeVay and
Voigt (1988). The near-significance is attributed to 2 outliers; if the two largest
centroids are removed, P increases to 0.14.
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tuning curves have several peaks and troughs, whereas the
near/far cells usualy have only a single trough. We therefore
investigated the relationship between ocular dominance and
several measures related to the spectral bandwidth of the fitted
Gabor in our data, but could not uncover any correlation.

DISCUSSION

In this paper, we have carefully investigated whether, with
random-dot patterns, a cell’s response to monocular stimuli
provides information about its sensitivity to disparity or the
class of its disparity tuning curve. We found no evidence that
the strength of the responses to monocular stimuli predict any
aspect of the disparity tuning. Several previous workers (Le-
Vay and Voigt 1988; Ohzawa and Freeman 1986b; Poggio and
Fischer 1977; Prince et al. 2002b) aso reported that ocular
dominance is not correlated with sensitivity to disparity [al-
though see Smith et a. (1997) and Gardner and Raiten (1986)].
However, several workers reported a correlation between oc-
ular dominance and class of disparity tuning: “monocular”
cells, which respond unequally to stimulation in the 2 eyes, are
said to be found more often in the tuned-inhibitory and near/far
classes (Fischer and Krueger 1979; Fischer and Poggio 1979;
Gonzalez et a. 2001; LeVay and Voigt 1988; Poggio and
Fischer 1977). We do not find any support for this suggestion.
Although it is aways impossible to prove a negative, and
significant correlations might emerge if more data were col-
lected, this seems unlikely given that our sample sizes are large
compared with those in most previous studies. It is perhaps
significant that the studies that reported a correlation between
ocular dominance and disparity tuning class tend to be more
qualitative: cells have been classified by eye and the statistical
significance of the correlation has not been evaluated. Recent,
more quantitative studies using objective classification criteria
have failed to revea the correlation. Although it remains
possible that our objective criteria have failed to capture the
features that were used subjectively by previous researchers to
group cells into classes, we have investigated several different
ways of implementing quantitative criteria, and so this seems
unlikely. The experimental stimulus may also play a role. It
may be significant that Poggio and Talbot (1981), using ran-
dom-dot stimulation, reported a weaker correlation than ob-
served previously with bars (Poggio and Fischer 1977); cer-
tainly most of the reports finding a correlation between dispar-
ity tuning class and ocularity were with bars (Fischer and
Krueger 1979; Fischer and Poggio 1979; Maske et al. 1986;
Poggio and Fischer 1977), whereas the only study definitively
rejecting it was with random-dot patterns (Prince et al. 2002b).
However, the correlation was also reported in one study using
random-dot patterns (Gonzalez et a. 2001). If a correlation
between ocularity and disparity-tuning shape is observed only
with bar stimuli, it suggests that the relationship may reflect an
artifact of changes in the monocular stimulus that accompany
disparity applied to bar stimuli.

To classify disparity tuning curves as tuned-excitatory,
tuned-inhibitory, near and far, we have introduced the symme-
try phase ¢, This is similar to the Gabor phase used by
previous authors (DeAngelis et al. 1991; Nieder and Wagner
2000; Ohzawa et al. 1997; Prince et al. 2002a; Tsao et al.
2003), but is designed to capture more reliably the symmetry of
the tuning curve. For narrow-band Gabors, the Gabor phase
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specifies the symmetry (¢ = 0°, 180° implies even; ¢ = 90°,
270° odd), but this relationship breaks down when the spatial
period becomes long compared with the Gaussian envelope.
Prince et al. (2002a) avoided this problem by constraining the
frequency of the fitted Gabor to equal the “disparity frequency”
(the peak of the Fourier amplitude spectrum of the disparity
tuning curve minus its DC component). Here, we chose to
allow the frequency to vary as a free parameter, to optimize the
goodness of fit, and developed the symmetry phase as away of
classifying tuning curves. This gives very similar phases to
those obtained with the method of Prince et al. (2002a), but has
the additional advantage of being independent of the particular
fit function; it could equally well be applied to extract a
symmetry measure for disparity tuning curves fitted with dif-
ference-of-Gaussians or splines. To apply this method, it is of
course essential that the fit be a good description of the data.
We had to exclude a small number of neurons where the fit was
poor (20/138). Because inspection of these data did not reveal
any systematic pattern, it is unlikely that this introduced any
significant bias.

The lack of any correlation between monocular properties
and disparity tuning is rather striking, given that disparity
tuning is presumably sculpted from the monocular inputsto the
cell. It places constraints on the circuitry that underlies dispar-
ity tuning. The most widely used mathematical model of this
circuitry isthe disparity energy model (Ohzawa 1998; Ohzawa
et al. 1990). This model is based on binocular subunits that
receive inputs from left and right eyes, which are summed
linearly, and output the square of the half-wave—rectified value
of the sum. Although providing a generally good qualitative
account of the properties of disparity-tuned cells, a number of
guantitative discrepancies with experimental data are known to
exist (Ohzawa et al. 1997; Prince et al. 2002b; Read and
Cumming 2003; Read et al. 2002). As noted in the INTRoDUC-
TioN, the energy model does not predict the previously reported
correlation between ocular dominance and class of disparity
tuning, and the existence of such a correlation would be prob-
lematic for the energy model. We find no evidence for this
correlation, suggesting that here at least there is no conflict
between the energy model and experimental data.

However, we a so noted that the energy model, at least in its
original form, predicts a correlation between ocular dominance
and the strength of disparity tuning. The fact that this correla
tion is not observed represents a challenge to the energy model.
In particular, the energy model cannot explain the observation
of cells whose monocular responses are severely unbalanced
yet that show strong disparity tuning. This is because the
energy model assumes that binocular combination is linear.
This means that a binocular subunit must receive bipolar inputs
from both eyes (Ohzawa et a. 1997), so each eye can have
either an excitatory or an inhibitory effect, depending on the
stimulus. Averaged over many monocular random-dot patterns,
the inhibitory stimuli will produce no response, whereas the
excitatory stimuli will elicit spikes, so the average response
will aways be above zero: both eyes will be able to excite the
cell. Thus one would expect a correlation between ocular
dominance and disparity sensitivity: all strongly disparity-
tuned cells would be binocular, whereas al “monocular” cells
would show weak disparity tuning. The observation of “mon-
ocular” disparity-tuned cells rules out the energy model in its
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FIG. 9. Sketch of binocular cell (“BS”) receiving input from left and right receptive fields. Inputs from the 2 eyes are half-wave
rectified at monocular subunits (“MS") before binocular combination. Input from each eye makes either an excitatory (<) or
inhibitory (®) synapse onto the binocular subunit. A: both eyes make excitatory synapses; the cell is thus “binocular” in the sense
that it responds to stimulation in either eye. B: one eye makes an inhibitory synapse and is therefore silent (MS unit for this cell
is shown empty rather than shaded to signify this); the cell is thus “monocular” in that it responds to monocular stimulation in only
one eye, although when tested with binocular stimuli it is disparity-tuned. Because the receptive fields in this example are identical,
the disparity tuning is tuned-excitatory for the binocular cell in A, and tuned-inhibitory for the “monocular” cell in B.

simplest form. The model has to be modified to incorporate
such cells.

One suggestion (Freeman and Ohzawa 1990; LeVay and
Voigt 1988) is that inputs from the 2 eyes differ in their
strengths, and an output threshold acts to silence the effect of
input from the weaker eye. Although this could produce “mon-
ocular” cells with disparity tuning, it is unclear whether it
could remove al correlation between monocularity and
strength of disparity selectivity. Another possibility is that, in
“monocular” disparity-tuned cells, one eye is having a purely
inhibitory effect (Ferster 1981; Ohzawa and Freeman 1986a).
This requires modifying the energy model to incorporate a
threshold and an inhibitory synapse before binocular combina-
tion (Read and Cumming 2003; Read et a. 2002). Figure 9
sketches this circuitry. In Fig. 9A, both monocular cells send
excitatory input to the binocular cell (€+ denotes an excitatory
synapse), so the cell is“binocular” in the sense that it responds
to monocular stimulusin either eye. In contrast, in Fig. 9B, one
eye sends excitatory and the other inhibitory input (@—). This
cell would therefore be classified as“monocular,” and yet it too
shows disparity tuning. The existence of cells like those shown
in Fig. 9B could explain the lack of correlation between ocular
dominance and strength of disparity tuning.

However, the lack of correlation between ocular dominance
and class of disparity tuning, although consistent with the
energy model, places additional constraints on this modified
version. In Fig. 9, tuned-excitatory tuning curves arise when
both eyes send excitatory input to a disparity-selective cell
(Fig. 9A), and tuned-inhibitory curves when one eye sends
excitatory input and the other suppressive input (Fig. 9B)
(Poggio et al. 1988; Read et a. 2002). This would mean that
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tuned-excitatory cells would be predominantly binocular (in
the sense of responding to monocular stimulation in either eye)
and tuned-inhibitory cells would be predominantly “monocu-
lar.” Thus this scheme would predict a correlation between
ocularity and tuning type, which we do not observe.

One possible resolution is sketched in Fig. 10. This shows
that, if the underlying receptive fields are 180° out of phase, a
“monocular” binocular subunit has tuned-excitatory disparity
tuning (Fig. 10A), and a “binocular” subunit has tuned-inhib-
itory tuning (Fig. 10B). Thus one explanation for the lack of
correlation between ocularity and tuning type isthat thereis no
strong preference for zero phase disparity in the underlying
receptive fields. At first sight this may seem to contradict Fig.
7, which showed a strong bias toward zero symmetry phase,
given that in the traditional energy model, zero symmetry
phase would imply zero phase disparity. However, once we
allow for cells in which one eye sends purely inhibitory in-
put—to account for “monocular” disparity-tuned cells—then
zero symmetry phase could correspond to either zero phase
disparity or 180° phase disparity in the underlying receptive
fields plus an inhibitory synapse. An inhibitory synapse has a
similar effect to a phase inversion, so that, for example, the cell
of Fig. 10A would have been classified as having a phase
disparity of 0° in a receptive field mapping study like that of
Anzai (1999q). In this scheme, tuned-excitatory cells could
either have underlying receptive fields with zero phase dispar-
ity, in which case they would be “binocular,” or they could
have underlying receptive fields with 180° phase disparity
(followed by an inhibitory synapse), in which case they would
appear “monocular.” This could explain why tuned-excitatory
cells are observed to be as often monocular as binocular.

B Tuned inhibitory,
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Fic. 10. Like Fig. 9, except that the receptive fields are 180° out of phase, so that now, when both eyes send excitatory input
(B), the disparity tuning is tuned-inhibitory, and the “monocular” cell (A) is tuned-excitatory.

J Neurophysiol « VOL 91 « MARCH 2004 « WWW.jn.org



OCULAR DOMINANCE AND DISPARITY SELECTIVITY

This discussion demonstrates the utility of a “null” result
such as the absence of a correlation between disparity tuning
class and ocular dominance. Although the results presented in
this paper do not allow us to deduce the circuitry underlying
disparity selectivity, they provide important constraints on the
possible forms it could take.

In conclusion, we have examined a long-standing uncer-
tainty in the literature: whether a cell’ s responses to monocular
stimulation predict either the strength or the class of the dis-
parity tuning. We have introduced a new quantitative way of
classifying disparity tuning curves into symmetry groups,
which can be used with any fitted function. We found no
evidence that monocular responses to random-dot patterns
carry any information about disparity tuning. Thisimmediately
rules out a number of simple suggestions for how monocular
inputs may be combined to yield disparity tuning.
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