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Abstract
Nowadays, retinal optical coherence tomography (OCT) plays an important role in ophthalmology and automatic analysis of 
the OCT is of real importance: image denoising facilitates a better diagnosis and image segmentation and classification are 
undeniably critical in treatment evaluation. Synthetic OCT was recently considered to provide a benchmark for quantitative 
comparison of automatic algorithms and to be utilized in the training stage of novel solutions based on deep learning. Due 
to complicated data structure in retinal OCTs, a limited number of delineated OCT datasets are already available in presence 
of abnormalities; furthermore, the intrinsic three-dimensional (3D) structure of OCT is ignored in many public 2D datasets. 
We propose a new synthetic method, applicable to 3D data and feasible in presence of abnormalities like diabetic macular 
edema (DME). In this method, a limited number of OCT data is used during the training step and the Active Shape Model is 
used to produce synthetic OCTs plus delineation of retinal boundaries and location of abnormalities. Statistical comparison 
of thickness maps showed that synthetic dataset can be used as a statistically acceptable representative of the original dataset 
(p > 0.05). Visual inspection of the synthesized vessels was also promising. Regarding the texture features of the synthesized 
datasets, Q-Q plots were used, and even in cases that the points have slightly digressed from the straight line, the p-values of 
the Kolmogorov–Smirnov test rejected the null hypothesis and showed the same distribution in texture features of the real 
and the synthetic data. The proposed algorithm provides a unique benchmark for comparison of OCT enhancement methods 
and a tailored augmentation method to overcome the limited number of OCTs in deep learning algorithms.
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1 Introduction

The retina is an important component in the eye, made up of 
several inter-retinal layers. The primary task of the retina is 
to convert luminous energy into analyzable signals for the 

brain [1]. Optical coherence tomography (OCT) is one of the 
advanced and recent imaging techniques that provide valu-
able information for ophthalmologists with high-resolution 
images from transverse cuts of the retina [2]. Stacks of cross-
sectional images yield three-dimensional (3D) volumes with 
detailed data for diagnosis of retinal diseases such as age-
related macular degeneration, diabetic retinopathy, glau-
coma, diabetic macular edema, etc.[3]. Each 3D OCT vol-
ume (Fig. 1a) is composed of cross-sectional images called 
B-scan (x–z images in Fig. 1c) and each B-scan is composed 
of 1D signals in the z-direction (A-scans in Fig. 1b). Manual 
analysis of this data is tedious, time-consuming, and prone to 
error. Over the past two decades, researches on OCT image 
processing has been devoted to the main areas: segmenta-
tion of the retinal layers [1, 2, 4–9], classification [10, 11], 
enhancement, and denoising [12–14].

Today, deep learning algorithms are widely used in this 
application and their performance is in presence of abnor-
malities [5, 15–22]. Even though a great number of OCT 

 * Keivan Maghooli 
 K_maghooli@srbiau.ac.ir

 * Rahele Kafieh 
 rkafieh@gmail.com

1 Department of Biomedical Engineering, Science 
and Research Branch, Islamic Azad University, Tehran, Iran

2 Isfahan Eye Research Center, Department of Ophthalmology, 
Isfahan University Of Medical Sciences, Isfahan, Iran

3 School of Advanced Technologies in Medicine, Medical 
Image and Signal Processing Research Center, Isfahan 
University of Medical Sciences, Isfahan, Iran

4 Biosciences Institute, Newcastle University, 
Newcastle upon Tyne, UK

http://orcid.org/0000-0003-0087-9476
http://crossmark.crossref.org/dialog/?doi=10.1007/s11517-021-02469-w&domain=pdf


 Medical & Biological Engineering & Computing

1 3

data is available online, they may not necessarily resemble 
specific datasets. Namely, if the network is trained on less 
similar online datasets, the difference in device-specific 
parameters, size, resolution, noise, etc., will affect the per-
formance on local datasets. Furthermore, most of the online 
datasets only contain the label for each image and deline-
ation of the boundaries is rarely given. To deal with men-
tioned limitations, the proposed method produces the new 
OCT data with a similar appearance to limited local datasets. 
Furthermore, the synthetic OCTs include the boundary loca-
tions for each scan, which is appropriate in applications like 
segmentation.

On the other hand, the proposed synthetic data can be 
used in the evaluation of segmentation methods to measure 
the robustness to noise and the performance in presence of 
abnormalities. Denoising methods can also be evaluated in 
different noise levels, on abnormal structures, and in 3D 
data.

In previous works, synthetic images are developed as 
a benchmark to compare and evaluate the performance of 
medical image processing algorithms such as CT scans [23, 
24], MRI [25], and ultrasound images [26]. In recent years, 
synthetic retinal fundus images [27–29], as well as OCT 
retinal images have been proposed [30–33]. Serranho [31] 
proposed a mathematical formulation to produce synthetic 
OCT boundaries on 10 manually segmented healthy human 
OCT data. Shahrian [30] improved Serranho’s method by 
dividing the retinal region into small blocks and fitting sim-
ple basic functions to the boundaries. They produced syn-
thetic data in the presence of cysts but blood vessels are not 
considered. In [33] synthetic images were generated using 
the statistical feature of 14 real ocular images of different 

animals. The initial segmentation was done manually for 7 
retinal layers and a statistical model was used to produce 
synthetic images. In [32] two retinal layers (ILM, RPE) 
were extracted and the thickness profile was calculated 
for the distance between these two regions. By classifying 
A-scans with the same thickness values, the appearance 
model for each position and thickness was estimated. A 
mathematical model was constructed from the thickness 
maps and the appearance model was used to select the cor-
responding A-scans. In our primary work [34], synthetic 
data was constructed using 2D Active Shape Model (ASM) 
[35–37] to construct boundaries and the corresponding 
point distribution model (PDM) in normal OCTs. Gen-
erative adversarial networks (GANs) [38–41] can be con-
sidered as the main competitor of the proposed method. 
However, such methods are good candidates for synthetic 
data in classification problems. Namely, they produce lots 
of OCTs with different diseases by utilizing normal OCTs, 
with aim of compensating the limited number of abnormal 
data. However, the annotations are usually missed in these 
methods, making them improper for segmentation tasks. 
The proposed method conquers GAN methods by produc-
ing the image and the labels (for retinal boundaries and the 
abnormalities) in a single pipeline.

Most of the previous methods do not utilize the informa-
tion in the third dimension of the data and are concentrated 
on mathematical formulas to shape the OCT curves in 2D. 
In this work, we propose to generate OCT volumetric data 
by using 3D ASM [42, 43]. The method is therefore appli-
cable in 3D deep learning methods and explicitly includes 
prior knowledge about the volumetric data. Furthermore, 
we focused on the synthesis of data with abnormalities in 

Fig. 1  An example of a retinal 
3D OCT cube. a) 3D structure 
with A-scans and B-scans. b) 
Sample A-scans. c) Retinal lay-
ers segmentation on a B-scan
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one of the most complicated eye diseases, diabetic macular 
edema (DME) [44].

The rest of this paper is organized as follows: In Section 
II, we describe two proposed methods for generating the 
synthetic data in a 3D format and in presence of DME. In 
Section III the result and experiments are reported. Finally, 
in Section IV we discuss the proposed method and give con-
cluding remarks and hints for future works.

2  Materials and methods

The block diagram of the proposed method is demonstrated 
in Fig. 2. The background theory is similar to our primary 
work (for more detailed information please refer to [34]).

2.1  Proposed 3D model

2.1.1  Three‑dimensional OCT dataset

Two different datasets are used in this work. The first dataset 
is obtained from Spectralis SD-OCT Heidelberg Eye Explorer 
(HEYEX) version 5.1 (Heidelberg Engineering, Heidelberg, 
Germany); the study was approved by the regional bioethics 
committee in Isfahan University of Medical Sciences under 
ethics ID: IR.MUI.MED.REC.1398.647[45].The size of 
each data is 19 × 512 × 496 voxels, where 19 is the number 
of cross-sectional images in each data. Five 3D data from the 
healthy population are used in the training.

The second dataset is acquired from a Topcon device 
with a size of 512 × 650 × 128 (dense B-scans) [46] (avail-
able in https:// misp. mui. ac. ir/ fa/ node/ 1388) to prove the 
effectiveness of the method in different devices and to 

produce projection images representing the vessel struc-
tures. The study was approved by the regional bioethics 
committee in Isfahan University of Medical Sciences 
under ethics ID: IR.MUI.MED.REC.1398.697.

2.1.2  Synthetic boundaries using 3D Active Shape Model 
(3D‑ASM)

Originally developed ASM by Cootes [47] is expanded to 3D 
in [43]. ASM allows arbitrary shapes to be modeled using 
an adaptive shape technique even when deformed [48]. The 
main advantage of a 3D model is that it explicitly includes 
prior knowledge about the volumetric data and learns the 
mean and variances of the 3D object using Principal Compo-
nent Analysis (PCA). In the 3D version, PDM contains x, y, 
and z position and ASM sets up a trained deformed model to 
a set of identifiable points in the image. The correspondence 
of the points should be essentially considered. Fortunately, 
the retinal layers have a relative order, and this makes the 
point correspondence less complicated. Namely, the ASM 
model includes a series of curves that span from left to right 
of the image. Accordingly, the numbering of each boundary 
starts with point 0 to the left-most pixel, point 26 to the mid-
dle pixel (located on fovea in macular regions of the normal 
B-scans), and point 51 to the right-most pixel. we distributed 
the middle points, evenly. A 3D alignment is then applied on 
the point cloud to put OCTs into similar rotation, translation, 
and size. To generate a PDM, the boundary information in 
each OCT data is described using a set of n sample points:

(1)xi =
(

x1, y1, z1,… , xn, yn, zn
)T

Diabe�c 
Macular 
Edema 
(DME)2D/3D

synthe�c 
process

Original data

Synthe�c data

Comparison of re�nal 
thickness maps  in synthe�c 

and original images .

Normal 
3D 

dataset

Comparison  of texture 
features in synthe�c 
and original images.

Sta�s�cal Analysis

Sta�s�cal AnalysisVisual Inspec�on

Comparison n of vessel structures in projec�on 
map between synthe�c and original images.

Proposed method

Proposed evalua�on Proposed evalua�on

Fig. 2  Block diagram of the proposed method and the evaluations

https://misp.mui.ac.ir/fa/node/1388


 Medical & Biological Engineering & Computing

1 3

where xi(i = 1, ..,N) represents each 3D OCT bound-
ary in the training set. The mean vector x and covariance 
matrix S is then computed for all training data cloud:

PCA is then performed on covariance matrix to calculate 
the eigenvector (pi) and eigenvalues (σi) of the training set. 
Depending on the amount of variation in the training set 
(represented by the model), the eigenvector corresponding 
to t largest eigenvalues is selected to formp = (p1, p2,… pt).

Considering the covariance matrix, the most important modes 
of changes in the point distribution of the retinal layers can be 
modeled using a limited number of eigenvectors, corresponding 
to the large eigenvalues (principal component variances). 
To select good-enough eigenvectors and to eliminate the less 
important ones from the calculations, the percentage of total 
variance explained by each principal component is considered 
and components with a percentage more than 0.94 were chosen 
(The selected value for t in this study is 5).

Each OCT point cloud can be approximated by:

where b is a t  -dimensional vector containing model 
parameters. By changing these parameters, different sam-
ples of the OCT point cloud can be created as synthetic 
data. Assuming Gaussian distribution for training data, 
only limited values of parameters b will lead to reliable 
synthetic OCT data (with enough similarity to the original 
set). To apply this limitation, the variance of parameter 
bi for samples in the training set is given by σi and newly 
assigned bi s should be limited to:

(2)S =
1

N

∑N

i=1
(x − xi)(x − xi)

T

(3)X ≅ x + P ∗ b

(4)−3
√

σi ≤ bi ≤ +3
√

σi

To generate the model, five healthy volumetric OCT data 
are used in the training stage. Since ASM requires a set of 
points for training, the location of the boundaries in the 
training data must be extracted first, and important points 
must be given to the ASM as a matrix of points. For extrac-
tion of the boundaries, a diffusion map algorithm is used 
[4] and then the extracted boundaries are modified under 
the supervision of an expert by the semi-automatic method 
[49] to fix any undesirable boundary. These boundaries are 
fed as input to the proposed 3D ASM. Figure 1. c shows the 
segmented boundaries on a sample OCT B-scan and corre-
sponding retinal layers are as follows: Inner Limiting Mem-
brane (ILM), Nerve Fiber Layer (NFL), Inner Plexiform 
Layer (IPL), Inner Nuclear Layer (INL), Outer Plexiform 
Layer (OPL), External Limiting Membrane (ELM), Outer 
Segment Layer (OSL), Retinal Pigment Epithelium (RPE), 
and Bruch Membrane (BM).

Fifty-one points were selected for each boundary in each 
B-scan (969 Points for each boundary in each 3D volume) 
and after constructing the 3D PDM, data synthesis is done 
by changing the parameters in a limited range (Eq. 4). A 
sample of 3D synthetic boundaries with nine synthetic sur-
faces is demonstrated in Fig. 3.

2.1.3  Synthetic layer content in 3D

After constructing 3D boundaries for each data, the average 
brightness of each layer for a set of B-scans is selected as the 
brightness of the newly constructed layer in synthetic data. 
For the production of each new data, a fraction of the train-
ing dataset is considered for brightness transfer to provide 
the diversity of brightness expected in the synthetic data.

For the production of synthesized vessels, another ASM 
model is designed according to the intensity profiles of 
vessels in the training set. The local brightness of the 

Fig. 3  An example of 3D OCT 
boundaries with nine synthetic 
surfaces visualized in 3D. The 
x, y, z-axis in this picture corre-
spond to the dimensions of the 
3D data [512 × 19 × 496]

x

z

y
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location hosting the vessel is considered and each new 
vessel profile is normalized to match the host region [34]. 
The vessel intensity profiles are then placed in locations 
calculated using the shadow-based method [50].

Speckle noise is then applied with different standard 
deviations to make 3D data with a variety of noise levels. 
The noise level is not a fixed value in our synthetic model. 
Instead, we construct many synthetic images with a wide 
range of noise levels (similar to what we observe in real 
data). This collection of noise levels can truly represent 
a real database. Furthermore, one can choose to have a 
high level of noise (to test the robustness of a segmenta-
tion method). Or, one may use noiseless and highly noisy 
data together to measure the performance of a denoising 
method.

Finally, to create complete synthetic data, the choroid 
region and the background of a reference 3D image are 
added to the generated 3D data. Each synthesized 3D 
data is finally accompanied by the location of retinal 
boundaries and adding this delineated dataset to the 
training set of deep learning methods is expected to 
increase the performance of the network as a tailored 
augmentation method.

2.2  Proposed model in presence of abnormality

DME is one of the major causes of blindness. About one 
fifth of patients with diabetes for a long time, suffer from 
DME. Its pathological features are mainly manifested in 
fluid accumulation in the retina [51]. Figure 4 shows a 
sample of OCT images with DME. Several methods have 
been proposed for the segmentation of the OCT with DME 
[52–54]. The new deep learning methods seem to be promis-
ing in this complicated segmentation, but the limited number 
of available delineated ground truth and the high burden 
of manual segmentation for making gold standards can be 
considered as the main problems in applying deep learning 
methods to solve this problem.

2.2.1  OCT dataset with DME

To train the proposed model, the dataset by Chiu et.al [55] is 
selected due to providing both locations of retinal bounda-
ries and the fluids in each B-scan. The dataset contains ten 
OCT volumes (110 B-scans). Each B-scan is associated with 
delineated boundaries (Fig. 5).

Thirty-five B-scans with all eight boundaries are selected 
from this dataset. Since the thickness of the choroidal layer 
is important in DME, the 9th boundary is also segmented 
manually in the images of the training set and is used in 
synthetic OCTs.

2.2.2  Synthetic boundaries using 2D ASM on DME data

Two-dimensional ASM [34] is utilized for the synthe-
sis of DME boundaries. The overall strategy is a 2D ver-
sion of what was described in the previous section. The 
only difference is that due to the presence of DME, over-
shoots in boundaries of this dataset go beyond the limited 
range of parameters in Eq. (4). Therefore, this limitation is 
eliminated.

Fig. 4  Sample OCT image for an eye with DME

Fig. 5  Boundaries of retinal lay-
ers in presence of abnormalities 
(DME) [55]
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2.2.3  Synthetic layer content

To mimic the texture, intensity variations, and blood vessels 
in synthetic data, the layer contents are transferred, resized, 
and replaced column-wise from most similar OCT data in 
the training set. The similarity is determined based on the 
shape of the first boundary [34]. The presence of retinal 
fluids in DME data is an important issue that should be con-
sidered individually [56–58]. To address this issue, the fluids 
are also transferred column-wise from the training dataset. 
Each synthesized data from the DME dataset is therefore 
accompanied by the location of boundaries plus the location 
of fluids. Such a delineated dataset can then be used in deep 
learning methods as an augmented set of data for training.

3  Result

3.1  3D synthetic data

Figure 6 demonstrates the whole process for 3D sample data, 
where the columns are 2D example B-scans and the rows 
correspond to different stages of the algorithm. The first row 
shows the synthetic boundaries. The second row is about 
adding the proper brightness as layer content. The third row 
shows the process of adding speckle noise, and the fourth 
row contains the final created images with background, 

choroid region, and the blood vessels. It is also important to 
discuss the prevalent problem regarding crossing bounda-
ries. Since the training boundaries were securitized care-
fully to avoid any crossing, the synthesized boundaries are 
without crossing. It is important to note that in the proposed 
method, all boundaries make a single ASM model, and 
accordingly the model can learn the relative location of the 
boundaries, rather than only learning the single individual 
curves, which may interfere finally.

3.2  DME synthetic data

To synthesize abnormal data, the bi values can change the 
appearance of the data and lead to new datasets. Figure 7 
shows this effect in detail and each row is created by chang-
ing the value of each bi ( b1 in the first row, b2 in the second 
row, …), following Eq. 4. The value of 3

√

σi is designed to 
guarantee the outlier data will not be produced.

Each different combination of bi s is expected to produce 
new OCT data. To demonstrate this fact, examples of syn-
thetic DME images obtained from a single reference image 
with varying bi parameters are shown in Fig. 8. The first row 
shows the reference image with its fluid mask and the bound-
aries. The 2nd to  4th rows show three samples of synthetic 
images with their corresponding bi parameters, boundaries, 
and fluid masks.

Fig. 6  Different stages of Synthetic OCT data for 3 prototypes, a) synthetic boundaries, b) Noise-free synthetic image, c) Adding noise to the 
synthetic image, d) Adding synthetic blood vessels
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Figure  8 was developed based on a single reference 
image and discussed variations of synthetic data. In Fig. 9, 
however, we aim to show the performance of the proposed 
method for different reference images. Figure 9 demonstrates 
three different reference images and one sample of synthetic 
data for each. Therefore, three different reference images are 
selected and one specific synthesized image (out of many 
possibilities) is shown along. The boundaries and fluid 
specifications for both reference and synthesized images are 
presented to show similarities and differences among them. 
It can be seen that the boundaries and fluids of the synthetic 

images do not exactly match the reference image but are 
similar. This allows us to create a large number of images 
leading to significant augmented data from the real dataset 
to be used in the training of a deep learning algorithm.

3.3  Statistical analysis and evaluation of the results

To show that synthetic images with the proposed method 
are statistically similar to the original datasets, we used a 
normal population of five 3D OCT data as reference images 
and synthesized 25 new 3D OCT data. It is expected that the 

Fig. 7  Effect of varying first 
five parameters of the model. 
Each row is obtained with dif-
ferent values of parameters and 
leads to new synthetic data

Fig. 8  Examples of synthetic 
DME images obtained from 
a single reference image with 
varying b

i
 parameters in rows 

2 to 4. The corresponding 
boundaries and fluid locations 
are shown in the second and 
third columns
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synthesized dataset would have a similar anatomical struc-
ture to the original ones. For this purpose, one of the main 
characteristics of OCT images (thickness maps of important 
retinal layers) is considered. Values of thickness maps from 
retinal layers play an important role in diagnosing and moni-
toring layer thickness changes in retinal diseases [59]. By 

differentiating the location of two successive boundaries, a 
thickness map of the corresponding layer can be obtained. 
The macular thickness map is calculated for the whole 
retinal thickness and important individual layers including 
RNFL, GCIPL, and RPE are calculated. Figure 10 shows 
the thickness maps of mentioned retinal layers and the total 

Fig. 9  Three different refer-
ence images and one sample of 
synthetic data for each

RPE Total maculaRNFL GCIPL

a

b

Fig. 10  Retinal thickness maps of synthetic and original images a) Thickness maps of reference data (RNFL, GCIP, RPE, and total macula), b) 
Thickness maps of one sample synthetic data
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retina for one sample synthetic and the related reference 
data. The numerical values of thickness maps are compared 
between the original and synthesized data and no statisti-
cal difference (p-value > 0.05) was observed between both 
groups, which mean that the synthetic dataset can be used 
as a statistically acceptable representative of the original 
dataset (Table 1).

Another important information in proposed synthetic data 
is the presentation of the vessels. The second dataset is from 
a Topcon device with dense B-scans [46] is used to produce 
projection images representing the vessel structures (it is not 
practical to make projections in sparse datasets). Figure 11 
shows three examples of synthetic data with correspond-
ing boundaries. Each synthetic B-scan carries vessel-related 
information, similar to real B-scans. Each vessel leads to 
bright shadows in upper boundaries (inner retinal layers) 
and dark shadows in lower regions (outer retinal layers). To 
evaluate the correct correspondence between the synthetic 
vessel and the real data, 3D synthetic OCTs are considered. 
Projection images are constructed by calculating the mean 
value of brightness between different couples of retinal lay-
ers (Fig. 12, first row). By constructing projection images 
from outer retinal layers, the vessels are presented in dark 
mode (Fig. 12, second row) and the similar projects from 
inner retinal layers yield to the bright presentation of the 
vessels (Fig. 12, third row). Visual comparison of such pro-
jections in two prototype examples, shows the acceptable 
performance of the synthetic data in the creation of vessels 
compared to real data (Fig. 12, real and synthetic columns).

The other crucial information in synthetic OCTs is texture 
features. To show that these features are preserved in synthetic 
data, texture-related features are calculated in similar regions 
from synthetic and real data. The selected features that meas-
ure the spatial relationship of the pixels are the gray-level co-
occurrence matrix (GLCM). The GLCM functions determine 
the texture by calculating how often pairs of the pixel with spe-
cific values and in a specified spatial relationship occur in an 
image, by creating a co-occurrence matrix, and then extracting 
statistical measures from this matrix. As an example for three 
different regions (in layer 1(between boundaries 1 and 2), layer 
3 (between boundaries 3 and 4), and layer 5 (between bound-
aries 5 and 6), elaborated in Fig. 13), four texture features 
(shown in Eqs. 5–8) are extracted. The first feature, Energy, 
provides the sum of squared elements in the GLCM[60]:

where p(i, j) is generated by counting the number of times 
a pixel with the value i is adjacent to a pixel with value j and 
then dividing the entire matrix by the total number of such 
comparisons. Each entry is therefore considered to be the 
probability that a pixel with the value i will be found adjacent 
to a pixel of value j. Contrast returns a measure of the inten-
sity contrast between a pixel and its neighbor over the whole 
image:

(5)Energy =
∑N

i=1

∑N

j=1
p(i, j)2

(6)Contrast =
∑N

i=1

∑N

j=1
(i − j)2p(i, j)

Table 1  Comparison of 
thickness maps in important 
retinal layers among real and 
synthesized groups

Total macula RNFL GCIPL RPE

Real Normal Data 
(mean ± SD)

310.90 ± 12.80 29.72 ± 3.10 76.67 ± 2.89 55.55 ± 3.23

Synthetic Normal 
Data(mean ± SD)

308.07 ± 5.013 29.84 ± 1.92 75.86 ± 2.21 54.98 ± 1.2

P value 0.8432 0.4353 0.8617 0.7904

Fig. 11  Synthetic OCT data for 3 prototypes, a) synthetic boundaries, b) synthetic images with vessel shadows in different locations
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Homogeneity Measures the closeness of the distribution 
of elements in the GLCM to the diagonal:

Correlation Returns a measure of how correlated a pixel 
is to its neighbor over the whole image:

To provide a comparison of distributions of extracted fea-
tures between synthetic and real data, the quantile–quantile 
plot (Q-Q plot)[61] is used. In the case of the same distribu-
tion in synthetic and real data, the points are expected to be 
along a straight line with a slope of 1, while the deviation 
of the points from this line shows the difference in distri-
bution. Since the Q-Q diagram is only a visual technique 
for comparing data, this method can be combined with 
the Kolmogorov–Smirnov statistical test [61]. As it can be 

(7)Homogeneity =
∑N

i=1

∑N

j=1

p(i, j)

1 + (i − j)2

(8)Correlation =
∑N

i=1

∑N

j=1

�

i − �x

�x

��

j − �y

�y

�

p(i, j)

seen in Fig. 14, even in cases that the points have slightly 
digressed from the straight line, the p-values of the Kol-
mogorov–Smirnov test rejected the null hypothesis and 
showed the same distribution in texture features of the real 
and synthetic data.

4  Discussion and conclusion

The proposed model is designed to fill the available gap in 
synthetic OCT data by employing important features like 
intensity, blood vessels, global noise, and texture informa-
tion in the synthesis of the new data. The proposed method 
is applicable to 3D data and can work in presence of abnor-
malities, the features that have not been explored before. In 
previous studies [30–32], only three layers of the retina are 
extracted and synthetic images are made based on this low 
dimension of the input data. The proposed method with nine 
layers is designed to solve this problem. Furthermore, to the 
best of our knowledge, it is the first time that the choroid 

Fig. 12  Projection images from 
3D OCT data by calculating 
the mean value of brightness in 
the whole retina (first row), in 
outer layers (second row), and 
in inner layers (third row). Dif-
ferent couples of retinal layers 
(Fig. 12, first row). Two proto-
type examples are presented in 
right and left panel and in each 
case; the columns correspond-
ing to synthetic and real data 
are demonstrated to show the 
similarity of the synthesized 
vessels

Prototype I Prototype II

real realsynthe�c synthe�c

Layers 1-9

Layers 7-9

Layers 2-3

Fig. 13  DME image with 
selected layers for feature 
extraction
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region is also labeled and used in the constructed data. Addi-
tionally, in previous studies, the number of generated data is 
limited and the labeled data set is not freely available.

To provide a visual comparison with some previous meth-
ods, Fig. 15 shows the synthetic data samples from previ-
ous works in comparison with the proposed method. This 
shows characteristics like noise-free version, the possibility 
of making 3D data, and production of multiple images from 
a single original image, elaborated in the next paragraphs. 
As it can be seen in Fig. 15, Serranho [31] and Montuoro 
[32] produced 2D OCTs and noise-free data. However, both 
of them lack some important information. For instance, Ser-
ranho’s [31] method ignores the presence of the vessels and 
the number of the modeled layers are very limited in both of 
them. The choroidal region is also ignored in both. Further-
more, both methods preserve the location of the boundaries 
from the original image and new boundary locations are not 
constructed..

An important aspect of the synthetic algorithms is their 
ability to synthesize a high number of new images and this 
is considered in our proposed method and GAN models like 
Zheng [40]. In both algorithms, the model receives a lim-
ited set of OCTs and makes an almost unlimited number of 
synthetic data.

On the other hand, previous methods are developed for 
normal OCTs and have ignored complicated cases with dis-
eases. In this paper, we elaborated the proposed method to 

work perfectly with DME cases, as one of the most compli-
cated diseases, and the synthetic data with boundaries and 
fluid locations are then constructed. In our previous work 
[34], synthetic data was fabricated using 2D data. The pro-
posed 3D construction is also novel in this work and pro-
vides the opportunity for 3D data augmentation which is of 
real importance in deep learning applications.

The innovations of this method can therefore be sum-
marized as below:

1. Synthesis of 3D data
  In 2D OCT data, one cross-section can be demon-

strated which can never represent the whole structure of 
the eye. Therefore, 2D data cannot be used in the evalu-
ation of the diseases which affect the whole eye. Even, 
if a large amount of individual 2D data is generated 
for successive positions, the inter-correlation between 
them would be lost and they cannot be considered as a 
3D representation. With the proposed method, 3D data 
can be synthesized and the 3D structure of the layers is 
expected to maintain.

2. Production of synthetic data in presence of abnormalities
  Today, deep learning algorithms are used to pro-

cess OCT images in presence of abnormalities, which 
requires a large number of labeled data in the training 
step. A low amount of labeled data in presence of abnor-
malities is the main limitation in deep learning methods 

K-S: p=0.312K-S: p=0.312K-S: p=0.675K-S: p=0.312

K-S: p=0.675K-S: p=0.110K-S: p=0.675 K-S: p=0.974

K-S: p=0.675K-S: p=0.312 K-S: p=0.974 K-S: p=0.312

Contrast Correla�on Energy

Layers located 
between 

boundaries 1 to 2

Layers located 
between 

boundaries 3 to 4

Layers located 
between 

boundaries 5 to 6

Homogeneity

Fig. 14  Q-Q plots to compare the similarity of distributions for cal-
culated texture features (columns) in 3 selected regions (rows) on 10 
real and 10 synthetic images. Each plot is enriched by p-values of the 

Kolmogorov–Smirnov test (K-S) supporting the difference between 
sample distributions when the value is < 0.05 (in case of level of sig-
nificance α = 0.05)
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and this problem can be solved by producing synthetic 
data with the proposed method.

3. New method of creating image textures

Instead of using the complicated steps of previous works 
[34], we proposed a simple texture transfer method appli-
cable to abnormal OCTs. The textural information of the 
fluids according to reference data is therefore guaranteed 
to remain.

The proposed method is also suffering from some limita-
tions. As discussed above, the proposed method can preserve 
crucial information regarding the location of boundaries, the 
vessels, and the texture. However, each of the mentioned 
parameters may not be a faithful representation in all cases. 
We can assure that the proposed method is a true augmenta-
tion regarding the generated boundaries and any machine 
learning algorithm with emphasis on the boundaries can 
use the augmented data correctly. The vessels, as elaborated 
before, are visually assessed to have acceptable similarity 
with the original data, however, a very detailed match can 
not be guaranteed. Since many papers in the literature extract 
information using texture analysis, the proposed method for 

abnormal data can preserve the full texture information by 
acquiring the texture from the most similar image in the 
training data. However, our older method [34] may fail in 
such cases since the mean brightness of each layer accom-
panied with speckle noise may not essentially be an ideal 
model for the texture of the retinal layer.

As another limitation, due to the high computational 
load of the method in presence of densely selected points 
for ASM, the proposed 3D method is using only a limited 
sparse number of landmark points. Therefore, if some dis-
eases would lead to small changes in the retina, the location 
of the abnormality may be missed with our sparse sampling. 
Furthermore, the proposed method relies on the exact loca-
tion of the annotated points in the training step. Therefore, it 
is crucial to have a very precise segmentation of boundaries 
and the abnormalities by an expert. Any mistakes would 
affect the proposed method.

In conclusion, the proposed method fills the gap in pre-
vious OCT synthetic methods by addressing complicated 
issues like 3D representation and presence of the abnormali-
ties. Despite undeniable limitations, the method is shown to 
be capable of modeling the boundaries, vessels, and texture 

Fig. 15  Different synthetic OCT 
methods are compared with 
proposed models. The first and 
second rows show methods with 
the ability to make noise-free 
images, similar to the proposed 
method. The third and fourth 
rows show the similarity of 
GAN methods to our method in 
producing multiple images from 
limited data. The ability of the 
proposed method in the produc-
tion of 3D data and abnormal 
cases is also shown in the fourth 
and fifth rows
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of the OCT data and be an acceptable augmentation method 
for future methods needing a high number of the labeled 
OCT data.
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